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Executive Summary 
As Artificial Intelligence rapidly reshapes educational landscapes, higher education must act
decisively to ensure equity, quality, and relevance in the digital age. 
The issue: The rapid integration of Artificial Intelligence (AI) into higher education is a 
strategic inflection point, not merely a technological trend. Current uncoordinated or 
unregulated use of AI tools threatens to deepen institutional inequalities, compromise 
academic integrity, and leave graduates unprepared for an AI-mediated world. 
The stakes: Without coordinated action, we risk a future where AI exacerbates the digital 
divide, erodes the value of academic credentials, and undermines the human-centric mission 
of universities. The cost of inaction is a less equitable, less rigorous, and less relevant higher 
education sector. 
Our response: This brief calls for an immediate, strategic policy response built on four 
pillars: 

1. Background & Rationale 

1. Mandating critical AI literacy for students and educators. 
2. Leading a fundamental redesign of pedagogy and assessment. 
3. Ensuring equitable access and ethical governance. 
4. Fostering regional collaboration for sustainable innovation. 

These recommendations offer a clear, actionable roadmap to ensure that higher education 
not only adapts to AI, but actively shapes its development, emerging as a global leader rather 
than a passive observer in the algorithmic age. 

Artificial Intelligence (AI) has rapidly evolved from a peripheral educational tool to a
core infrastructure underpinning innovation, governance, and pedagogical transformation in
higher education institutions (HEIs). Once limited to administrative automation and
predictive analytics, AI now powers adaptive learning platforms, personalized tutoring
systems, automated assessment tools, and research data-mining algorithms that collectively
reshape how knowledge is produced, mediated, and evaluated (UNESCO, 2021; Finkelstein,
2025). 
Across global higher education, AI adoption has outpaced the development of ethical, 
pedagogical, and regulatory frameworks capable of governing its use. UNESCO’s AI and 
Education: Guidance for Policy-Makers (2021) warns that while AI promises to enhance 
inclusivity and efficiency, it also risks reinforcing algorithmic bias, inequality of access, and 
teacher deskilling if left unregulated. The European Commission’s (2022) Ethical 
Guidelines on AI and Data in Teaching and Learning echo this concern, urging HEIs to 
adopt a human-centred approach that maintains transparency, accountability, and human 
agency in decision-making. 
In Europe and the Western Balkans, these dynamics are particularly pronounced. As Sejdiu 
and Sejdiu (2025) note in The Quiet Transformation of Higher Education in the AI Era, 
universities are navigating a complex duality of turbulence and opportunity. On one hand, AI 
introduces new possibilities for personalised instruction, multilingual academic support, and 
research efficiency; on the other, it challenges traditional notions of authorship, integrity, and 
epistemic authority. Their study identifies a paradigm shift from basic digital literacy, the 
ability to use technological tools, to algorithmic literacy, which involves understanding how 
algorithms shape information flows, assessment outcomes, and even academic identities. 



According to UNESCO’s survey, only around 19% of HEIs reported having formal
AI-policies; 42% were still developing them. 
Academic staff in non-Anglophone and low-resource systems face double-barriers: 
limited linguistic mediators for English-based AI tools and inadequate digital 
infrastructure. 
Staff professional development rarely includes modules on algorithmic bias, 
prompt-engineering, or ethical AI use, again emphasised in Sejdiu & Sejdiu (2025). 

This shift redefines the competencies required of both students and educators. Instructors
must not only integrate AI tools but also critically evaluate their ethical implications and
guide learners through an automated epistemic landscape. This urgency is underscored by a
systemic review of AI in higher education, which found a significant gap: the majority of
research focuses on technological developments, with educators often absent from the
design process (Zawacki-Richter et al., 2019). Consequently, higher education faces the
dual imperative of embracing innovation while safeguarding humanistic values such as
creativity, critical inquiry, and social justice. 

For transitional or lower-resourced higher-education systems, including much of 
Southeastern Europe, the challenges are magnified. Limited digital infrastructure, uneven 
institutional capacity, and linguistic barriers, as many AI tools remain primarily 
English-centric, widen the gap between high-income and developing academic ecosystems. 
Without deliberate policies promoting equitable access, multilingual adaptation, and 
professional training, AI could deepen existing educational inequalities rather than reduce 
them. 

Thus, integrating AI responsibly into higher education is not merely a matter of 
technological adoption, it is a strategic, ethical, and pedagogical project that demands 
cross-sectoral collaboration, sustained policy commitment, and a reimagining of what it 
means to teach and learn in the algorithmic age. 

 Generative AI tools (e.g., ChatGPT, Copilot) blur lines between student authorship,
machine output, and teacher evaluation, Sejdiu & Sejdiu (2025) label this a “quiet
transformation” of academic practices. 
Traditional plagiarism detection systems struggle to detect AI-generated content, 
raising integrity risks. 
Educators face pedagogical uncertainty: should AI be banned, regulated, or 
integrated? Inconsistent approaches threaten fairness and validity of assessment. 
Course design remains anchored in human-only production and consumption of 
knowledge, whereas AI introduces non-linear, co-creative learning processes. 

2. Key Challenges 

2.2 Digital Divide & Capacity Gaps 

2.1 Pedagogical & Assessment Integrity 
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2.3 Ethical, Legal & Governance Risks 

2.4 Institutional & Policy Fragmentation 
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AI systems frequently operate as black-box algorithms, leading to opacity in
decision-making, bias, and reduced human agency. 
Data privacy, intellectual property (AI-generated content), and consent issues lack 
clear national frameworks in many regions. 
The Artificial Intelligence Act (EU 2024) includes “high-risk AI” provisions - 
universities may become regulated entities under this regime. 

The effective integration of AI in higher education requires more than tool adoption, it
demands a transformation in how we teach, assess, and think about knowledge production. AI
should not replace educators or automate learning, but serve as a co-creative tool that supports
critical thinking, ethical reflection, and deeper learning. 

Embed AI-literacy modules (algorithmic thinking, prompt design, ethical AI use)
into teacher-education and student induction programmes. 
Provide professional development micro-credentials for educators on AI-tool 
evaluation, pedagogical redesign and ethical oversight. 
Foster multilingual AI tools and Open Educational Resources (OER) to reduce 
linguistic exclusion and support non-Anglophone HE contexts. 

Ministries should integrate AI into national higher-education strategies, linking
innovation with ethics, equity, and accreditation. 
HEIs should adopt AI in Education Policies that cover teaching, research, 
administration and student data-governance. 
Accreditation and Quality Assurance agencies should embed AI-readiness indicators 
(policy, infrastructure, training, ethics) in institutional evaluation. 

National and institutional responses vary: some HEIs ban generative AI (e.g., Sciences
Po); others embrace it as a pedagogical tool. Without a coherent strategy, this
fragmentation undermines equity and coherence. 
HEIs in transitional systems (e.g., the Western Balkans) may lag behind EU peers 
unless national coordination, infrastructure investment and policy alignment are 
prioritized. 

3. Strategic Solutions & Policy Actions 



3.3.3 Discipline-Specific Integration 

3.3.2 Redesigning Assessment Models 

3.3.4 Empowering Educators as Designers 

3.3.1 Reframing the Role of AI in the Classroom 

AI’s role in learning must be context-specific: 

● In STEM fields, AI can support simulation, modelling, and code analysis.
● In the humanities, it may enhance text analysis or translation tasks, but must be 

paired with human interpretation. 
In social sciences, it can support data collection or discourse analysis, provided 
biases are critically addressed. 

● 

To enable this transformation, educators need support: 
Professional development on prompt crafting, ethical considerations, and assignment 
redesign is essential. 
Institutions should encourage teachers to act as designers and facilitators, not just 
content deliverers, guiding students through intentional AI use. 

Traditional assessment, which emphasizes final products (e.g., single essays or exams), is
increasingly misaligned with AI-rich learning environments. A shift toward process-based
assessment, including drafts, oral defense, peer review, and self-reflection, can preserve
integrity while encouraging transparency in AI use. 

Educators should: 
● Embed clear guidelines on AI use in assignments (permitted, required, or restricted). 
● Assess students not only on outcomes, but on how they use AI critically, ethically, 

and creatively. 

AI is not replacing teachers; it is replacing outdated pedagogical models. Ethical and
purposeful integration determines whether AI becomes a shortcut to superficial output or a
catalyst for deeper learning. A structured approach, such as Ian’s Taxonomy, can guide
educators in aligning AI use with meaningful learning outcomes. 

● Problem Solving & Critical Thinking: Use AI to simulate complex, real-world 
problems where students analyze and critique AI-generated outputs. 

● Skills Development & Research: Position AI within a hybrid human-AI framework 
(Molenaar, 2022), where student judgment refines outputs through critical synthesis. 

● Values, Ethics & Emotional Development: Require reflection on bias, authorship, 
and emotional response in every AI-supported task. 

●

●



3.4 Promote Equity & Inclusive Access 

3.5 Ethics, Governance & Human-Centred AI 

4.1 A Phased Implementation Plan (2026-2035) 

● 

● 

● 

● 

● 

● 

Invest equitably in infrastructure: high-speed internet, computing labs, licences for
AI-tools, especially at universities in under-resourced regions. 
Ensure AI-tools, datasets and digital resources support minority languages and 
multilingual learner populations - embedding translingual pedagogy. 
Allocate targeted funding (grants, subsidies) for institutions in transitional regions to 
adopt AI-ready teaching models and professional training. 

This plan provides a timeline for scaling the strategic solutions, moving from 
foundational capacity-building to systemic transformation and, finally, regional leadership. 

● Phase 1: Foundation & Piloting (2026-2027) 
o Primary Focus: Establish governance and prove concepts. 
o Key Actions: Mandate all HEIs to form AI Ethics Committees; launch a 
pilot 
open-access AI integration toolkits; identify and fund "lighthouse" 
institutions to model best practices. 

regional educator micro-credential programme; develop and 

● Phase 2: Systemic Integration & Scaling (2028-2030) 
o Primary Focus: Embed changes into the core functions of the system. 
o Key Actions: Implement revised accreditation standards that include 
AI-readiness; complete the first major wave of equitable infrastructure 
investment; establish interdisciplinary AI-Ed research hubs; scale successful 
pilot programmes across the region. 

● Phase 3: Sustainable Transformation & Leadership (2031-2035) 
o Primary Focus: Evolve from adopter to innovator. 

Establish Institutional AI Ethics Committees to oversight data-governance,
algorithmic bias audit, student-consent protocols and vendor accountability. 
Develop and publish transparent data-usage policies: how student data are collected, 
processed, stored, anonymised, reused. 
Adopt human-in-the-loop approaches ensuring human judgement anchors assessment 
and decision-making, preserving academic agency. 

This section outlines the longitudinal, systemic initiatives required to sustain and amplify the
foundational policies established in Section 3. Where the previous section focused on
immediate institutional actions, this roadmap focuses on building the ecosystem, infrastructure,
and long-term capacities for an AI-transformed higher education landscape. 

4. Future Directions & Implementation Roadmap 



o Key Actions: AI-empowered pedagogy is the institutional norm; the region is a
recognized contributor to the global development of multilingual and low-
resource AI educational tools; continuous impact research informs policy and
practice. 

The following initiatives are critical to support the multi-phase plan and ensure its 
long-term sustainability and impact. 

Focus: Ensuring the long-term continuity of strategic vision. Actions: Establish
dedicated leadership fellowships for university rectors and senior 
policymakers focused on digital transformation; create a regional "AI in Education" 
observatory to track trends, forecast disruptions, and advise governments; integrate 
foresight and strategic planning modules into all senior leadership development. 

Focus: Moving beyond tool use to tool creation and critical analysis. Actions: Fund
longitudinal studies on the cognitive and socio-emotional impacts of 
AI in learning; promote R&D in open-source, energy-efficient ("Green AI") models 
tailored to regional languages and contexts; create grant schemes specifically for 
interdisciplinary AI-in-Ed research. 

Focus: Creating shared, sustainable resources to ensure autonomy and equity. Actions:
Develop a shared regional cloud-computing platform for AI R&D to reduce 
costs; stimulate market demand for and development of non-anglocentric AI tools 
through coordinated public procurement; create a regional repository for multilingual 
datasets and learning analytics. 

The integration of AI is not a project with an end date but a permanent feature of the
educational landscape. The ultimate success of this roadmap will be measured by a shift in
the sector's fundamental character: from one that reacts to technological change to one that
proactively shapes it. Our guiding stars remain the unwavering commitment to human
agency,the reduction of inequality, and the pursuit of pedagogically grounded innovation.
By building this enduring capacity for adaptation and leadership, our higher education
systemswill not only navigate the algorithmic age but will help to define its ethical and
intellectual contours. 

4.2 Building the Enabling Ecosystem 

4.2.3 Cultivating Next-Generation Leadership 

4.2.1 Advancing Research & Development Agendas 

4.2.2 Establishing Regional Infrastructure & Markets 

4.3 The Path Forward: From Strategic Action to Enduring Transformation 
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● 



6. Conclusion 

5. Key Policy Actions Checklist 
The following high-priority actions provide a focused agenda 

implementation to launch the strategic transformation outlined in this brief. 
for 

Form a Regional AI-Ed Network: Formalize a Western Balkans AI-Ed Network by 
2026 for peer benchmarking, resource sharing, and collaborative procurement. 

Develop Multilingual AI Tools: Pool resources through regional consortia to fund the 
development and adaptation of open-source, multilingual AI tools and datasets. 

Mandate a National AI in HE Strategy:Developor update a national strategy with 
clear funding, aligned with EU AI Act andUNESCO principles, by end of 2026. 

Reform Quality Assurance: Reviseaccreditationstandards by 2027 to include 
mandatory AI-readiness indicators (policy,infrastructure,ethics, training). 

Fund Equitable Infrastructure: Launchatargetedinvestment fund for 2026-2028 to 
ensure AI-ready digital infrastructure andtoollicenses forunder-resourced HEIs. 

immediate 

Establish Institutional Governance:Adoptan institutional AI-in-Education Policy and 
form a standing AI Ethics Committee byendof2026. 

Launch Faculty Capacity Building:Integrate mandatory AI literacy and pedagogical 
redesign micro-credentials into all professionaldevelopment programmes, starting in 2027. 

Pilot New Assessment Models: Taskacademic units with piloting and scaling at least 
one process-based, AI-enabled assessmentmodelper programme by 2028. 

Artificial Intelligence represents a strategic inflection point for higher education. Its power
to democratize knowledge, personalize learning, and dismantle structural barriers is
matched only by its risk of deepening inequalities and eroding the human-centric core of
education. The choice is not whether to engage with AI, but how. The path outlined in this
brief, prioritizing critical literacy, pedagogical redesign, equitable access, and ethical
governance, provides a clear alternative to a future of fragmentation and decline. 

The call to action is urgent. Higher education leaders must move beyond ad-hoc 
experimentation and fully embrace their role as architects of an AI-mediated future. This 
requires implementing the phased roadmap to build capacity, reform assessment, and foster 
the regional collaboration essential for sustainable innovation. By grounding this 
transformation in the practical framework of human-AI collaboration, we can ensure that 
these technologies augment, rather than replace, the irreplaceable human qualities of 
mentorship, critical inquiry, and creative judgment. 
The task ahead is profound. It is not merely to adapt to a new technology, but to 
deliberately harness its potential in the service of higher education's deepest purpose: to 
cultivate wise, empathetic, and socially responsible citizens prepared to lead in a complex 
world. By acting with intentionality and courage now, we can ensure that AI becomes a 
force for a more equitable, rigorous, and relevant higher education for all. 

For Regional Collaboration: 

For Higher Education Institutions:

For National Ministries & Accreditation Bodies:
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